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*Although initially introduced and studied in the late 1960s and early 1970s, statistical methods of Markov source or hidden Markov modeling have become increasingly popular in the last several years. There are two strong reasons why this has occurred. First the models are very rich in mathematical structure and hence can form the theoretical basis for use in a wide range of applications. Sec­ond the models, when applied properly, work very well in practice for several important applications. In this paper we attempt to care­fully and methodically review the theoretical aspects of this type of statistical modeling and show how they have been applied to* selected *problems in machine recognition of speech.*

I. INTRODUCTION

Real-world processes generally produce observable out­puts which can be characterized as signals. The signals can be discrete in nature (e.g., characters from a finite alphabet, quantized vectors from a codebook, etc.), or continuous in nature (e.g., speech samples, temperature measurements, music, etc.). The signal source can be stationary (i.e., its sta­tistical properties do not vary with time), or nonstationary (i.e., the signal properties vary over time). The signals can be pure (i.e., coming strictly from a single source), or can be corrupted from other signal sources (e.g., noise) or by transmission distortions, reverberation, etc.

A problem of fundamental interest is characterizing such real-world signals in terms of signal models. There are sev­eral reasons why one is interested in applying signal models. First of all, a signal model can provide the basis for a the­oretical description of a signal processing system which can be used to process the signal so as to provide a desired out­put. For example if we are interested in enhancing a speech signal corrupted by noise and transmission distortion, we can use the signal model to design a system which will opti­mally remove the noise and undo the transmission distor­tion. A second reason why signal models are important is that they are potentially capable of letting us learn a great deal about the signal source (i.e., the real-world process which produced the signal) without having to have the source available. This property is especially important when the cost of getting signals from the actual source is high.
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IEEE Log Number 8825949. In this case, with a good signal model, we can simulate the source and learn as much as possible via simulations. Finally, the most important reason why signal models are important is that they often work extremely well in practice, and enable us to realize important practical systems—e.g., prediction systems, recognition systems, identification sys­tems, etc., in a very efficient manner.

These are several possible choices for what type of signal model is used for characterizing the properties of a given signal. Broadly one can dichotomize the types of signal models into the class of deterministic models, and the class of statistical models. Deterministic models generally exploit some known specific properties of the signal, e.g., that the signal is a sine wave, or a sum of exponentials, etc. In these cases, specification of the signal model is generally straight­forward; all that is required is to determine (estimate) values of the parameters of the signal model (e.g., amplitude, fre­quency, phase of a sine wave, amplitudes and rates of expo­nentials, etc.). The second broad class of signal models is the set of statistical models in which one tries to charac­terize only the statistical properties of the signal. Examples of such statistical models include Gaussian processes, Pois­son processes, Markov processes, and hidden Markov pro­cesses, among others. The underlying assumption of the statistical model is that the signal can be well characterized as a parametric random process, and that the parameters of the stochastic process can be determined (estimated) in a precise, well-defined manner.

For the applications of interest, namely speech process­ing, both deterministic and stochastic signal models have had good success. In this paper we will concern ourselves strictly with one type of stochastic signal model, namely the hidden Markov model (HMM). (These models are referred to as Markov sources or probabilistic functions of Markov chains in the communications literature.) We will first review the theory of Markov chains and then extend the ideas to the class of hidden Markov models using several simple examples. We will then focus our attention on the three fundamental problems' for HMM design, namely: the

'The idea of characterizing the theoretical aspects of hidden Markov modeling in terms of solving three fundamental problems is due to Jack Ferguson of IDA (Institute for Defense Analysis) who introduced it in lectures and writing.

0018-9219/89/0200-0257$01.00 © 1989 IEEE

PROCEEDINGS OF THE IEEE, VOL. 77, NO. 2, FEBRUARY 1989 257

evaluation of the probability (or likelihood) of a sequence of observations given a specific HMM; the determination of a best sequence of model states; and the adjustment of model parameters so as to best account for the observed signal. We will show that once these three fundamental problems are solved, we can apply HMMs to selected prob­lems in speech recognition.

Neither the theory of hidden Markov models nor its applications to speech recognition is new. The basic theory was published in a series of classic papers by Baum and his colleagues [1]-[5] in the late 1960s and early 1970s and was implemented for speech processing applications by Baker [6] at CMU, and by Jelinek and his colleagues at IBM [7]-[13] in the 1970s. However, widespread understanding and application of the theory of HMMs to speech processing has occurred only within the past several years. There are several reasons why this has been the case. First, the basic theory of hidden Markov models was published in math­ematical journals which were not generally read by engi­neers working on problems in speech processing. The sec­ond reason was that the original applications of the theory to speech processing did not provide sufficient tutorial material for most readers to understand the theory and to be able to apply it to their own research. As a result, several tutorial papers were written which provided a sufficient level of detail for a number of research labs to begin work using HMMs in individual speech processing applications [14]-[19]. This tutorial is intended to provide an overview of the basic theory of HMMs (as originated by Baum and his colleagues), provide practical details on methods of implementation of the theory, and describe a couple of selected applications of the theory to distinct problems in speech recognition. The paper combines results from a number of original sources and hopefully provides a single source for acquiring the background required to pursue further this fascinating area of research.

The organization of this paper is as follows. In Section II we review the theory of discrete Markov chains and show how the concept of hidden states, where the observation is a probabilistic function of the state, can be used effec­tively. We illustrate the theory with two simple examples, namely coin-tossing, and the classic balls-in-urns system. In Section **III** we discuss the three fundamental problems of HMMs, and give several practical techniques for solving these problems. In Section IV we discuss the various types of HMMs that have been studied including ergodic as well as left-right models. In this section we also discuss the var­ious model features including the form of the observation density function, the state duration density, and the opti­mization criterion for choosing optimal HMM parameter values. In Section V we discuss the issues that arise in imple­menting HMMs including the topics of scaling, initial parameter estimates, model size, model form, missing data, and multiple observation sequences. In Section VI we describe an isolated word speech recognizer, implemented with HMM ideas, and show how it performs as compared to alternative implementations. In Section VII we extend the ideas presented in Section VI to the problem of recog­nizing a string of spoken words based on concatenating individual HMMs of each word in the vocabulary. In Section VIII we briefly outline how the ideas of HMM have been applied to a large vocabulary speech recognizer, and in Sec­ tion IX we summarize the ideas discussed throughout the paper.

258 PROCEEDINGS OF THE IEEE, VOL. 77, NO. 2, FEBRUARY 1989

II. DISCRETE MARKOV PROCESSES2

Consider a system which may be described at any time as being in one of a set of *N* distinct states, .51, 52, • • • , *SN,* as illustrated in Fig. 1 (where *N =* 5 for simplicity). At reg-
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**Fig. 1.** A Markov chain with 5 states (labeled *S1* to *S5)* with selected state transitions.

*P[qr=Silgr-1=* ***Si,*** *qt-* 2 = *Skr*

*= Ptqt = Siiqt-i =* (1)

Furthermore we only consider those processes in which the   
right-hand side of (1) is independent of time, thereby lead-   
ing to the set of state transition probabilities *a,1* of the form

aq = P[ch = *SiIq \_1* = 1 f,1 *N* (2)

with the state transition coefficients having the properties

0 (3a)

N

E a*1* = 1 (3b)

since they obey standard stochastic constraints.

The above stochastic process could be called an observ­able Markov model since the output of the process is the set of states at each instant of time, where each state cor­responds to a physical (observable) event. To set ideas, con­sider a simple 3-state Markov model of the weather. We assume that once a day (e.g., at noon), the weather is

**2A** good overview of discrete Markov processes is in (20, ch. 5].

observed as being one of the following:

State 1: rain or (snow)

State 2: cloudy   
State 3: sunny.

We postulate that the weather on day *t* is characterized by a single one of the three states above, and that the matrix *A* of state transition probabilities is

0.4 0.3 0.3

A = {a,j = 0.2 0.6 0.2 .

0.1 0.1 0.8

*Given* that the weather on day 1 (t = 1) is sunny (state 3), we can ask the question: What is the probability (according to the model) that the weather for the next 7 days will be "sun-sun-rain-rain-sun-cloudy-sun • • • "? Stated more for­mally, we define the observation sequence 0 as 0 = {S3, S3, S3, Si, Si, S3, 52, S3} corresponding to *t =* 1, 2, - • • , 8, and we wish to determine the probability of 0, given the model. This probability can be expressed (and evaluated) as

P(OlModel) = P[S3, S3, S3/ S1/ S1, S3, S2, S3IModel] = Pisd Fis3ls31 • F[S31s31 • PIS-11.531

• P[SilSi] • Pi5315-11 • P[S21S3] • P[S31.52] = 73 • a33 • a33 • a31 • all • a13 • a32 • a23

= 1 • (0.8)(0.8)(0.1)(0.4)(0.3)(0.1)(0.2) = 1.536 x 10-4

where we use the notation

r, = P[q, = *Si],* 1 *Ls. i N* (4)

to denote the initial state probabilities.

Another interesting question we can ask (and answer using the model) is: Given that the model is in a known state, what is the probability it stays in that state for exactly *ddays?* This probability can be evaluated as the probability of the observation sequence

= *{S,, S„ S„ • • , S„ \* Si},*

1 2 3 *d d+1*

given the model, which is

P(OlModel, = *Si) =* (aidd-1(1 — au) = *p,(d).* (5)

The quantity *p,(d)* is the (discrete) probability density func­tion of duration *d* in state *i.* This exponential duration den­sity is characteristic of the state duration in a Markov chain. Based on *p,(d),* we can readily calculate the expected num­ber of observations (duration) in a state, conditioned on starting in that state as

(6a)

= z *dpi(d)*

*d=1*

cr.

= > *d(add-lo* — *au* 1 *) =* (6b)

*d=1* 1 — *ai,*

Thus the expected number of consecutive days of sunny weather, according to the model, is 1/(0.2) = 5; for cloudy it is 2.5; for rain it is 1.67.

*A. Extension to Hidden Markov Models*

**RABINER: HIDDEN MARKOV MODELS 259**

So far we have considered Markov models in which each state corresponded to an observable (physical) event. This model is too restrictive to be applicable to many problems of interest. In this section we extend the concept of Markov models to include the case where the observation is a prob­abilistic function of the state—i.e., the resulting model (which is called a hidden Markov model) is a doubly embed­ded stochastic process with an underlying stochastic pro­cess that is *not* observable (it is hidden), but can only be observed through another set of stochastic processes that produce the sequence of observations. To fix ideas, con­sider the following model of some simple coin tossing experiments.

*Coin Toss Models:* Assume the following scenario. You are in a room with a barrier (e.g., a curtain) through which you cannot see what is happening. On the other side of the barrier is another person who is performing a coin (or mul­tiple coin) tossing experiment. The other person will not tell you anything about what he is doing exactly; he will only tell you the result of each coin flip. Thus a sequence of *hid­den* coin tossing experiments is performed, with the obser­vation sequence consisting of a series of heads and tails; e.g., a typical observation sequence would be

0 = 02 03 • • • ***OT***

= 3C 3C 3333C 333C ••• 3C

where 3C stands for heads and 3 stands for tails.

Given the above scenario, the problem of interest is how do we build an HMM to explain (model) the observed sequence of heads and tails. The first problem one faces is deciding what the states in the model correspond to, and then deciding how many states should be in the model. One possible choice would be to assume that only a single biased coin was being tossed. In this case we could model the sit­uation with a 2-state model where each state corresponds to a side of the coin (i.e., heads or tails). This model is depicted in Fig. 2(a).3 In this case the Markov model is observable, and the only issue for complete specification of the model would be to decide on the best value for the bias (i.e., the probability of, say, heads). Interestingly, an equivalent HMM to that of Fig. 2(a) would be a degenerate 1-state model, where the state corresponds to the single biased coin, and the unknown parameter is the bias of the coin.

A second form of HMM for explaining the observed sequence of coin toss outcome is given in Fig. 2(b). In this case there are 2 states in the model and each state corre­sponds to a different, biased, coin being tossed. Each state is characterized by a probability distribution of heads and tails, and transitions between states are characterized by a state transition matrix. The physical mechanism which accounts for how state transitions are selected could itself be a set of independent coin tosses, or some other prob­abilistic event.

A third form of HMM for explaining the observed sequence of coin toss outcomes is given in Fig. 2(c). This model corresponds to using 3 biased coins, and choosing from among the three, based on some probabilistic event.

'The model of Fig. 2(a) is a memoryless process and thus is a degenerate case of a Markov model.

**0=HHTTHTHHTTH\_.   
S=31233112313-.**
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Fig. 3. An N-state urn and ball model which illustrates the general case of a discrete symbol HMM.
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Fig. 2. Three possible Markov models which can account for the results of hidden coin tossing experiments. (a) 1-coin model. (b) 2-coins model. (c) 3-coins model.

Given the choice among the three models shown in Fig. 2 for explaining the observed sequence of heads and tails, a natural question would be which model best matches the actual observations. It should beclear that the simple 1-coin model of Fig. 2(a) has only 1 unknown parameter; the 2-coin model of Fig. 2(b) has 4 unknown parameters; and the 3-coin model of Fig. 2(c) has 9 unknown parameters. Thus, with the greater degrees of freedom, the larger HMMs would seem to inherently be more capable of modeling a series of coin tossing experiments than would equivalently smaller models. Although this is theoretically true, we will see later in this paper that practical considerations impose some strong limitations on the size of models that we can con­sider. Furthermore, it might just be the case that only a sin­gle coin is being tossed. Then using the 3-coin model of Fig. 2(c) wou Id be inappropriate, since the actual physical event would not correspond to the model being used—i.e., we would be using an underspecified system.

*The Urn and Ball Model':* To extend the ideas of the HMM to a somewhat more complicated situation, consider the urn and ball system of Fig. 3. We assume that there are *N* (large) glass urns in a room. Within each urn there are a large number of colored balls. We assume there are M distinct colors of the balls. The physical process for obtaining obser­vations is as follows. A genie is in the room, and according to some random process, he (or she) chooses an initial urn. From this urn, a ball is chosen at random, and its color is recorded as the observation. The ball is then replaced in the urn from which it was selected. A new urn is then selected

4The urn and ball model was introduced by Jack Ferguson, and his colleagues, in lectures on HMM theory. according to the random selection process associated with the current urn, and the ball selection process is repeated. This entire process generates a finite observation sequence of colors, which we would like to model as the observable output of an HMM.
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It should be obvious that the simplest HMM that cor­responds to the urn and ball process is one in which each state corresponds to a specific urn, and for which a (ball) color probability is defined for each state. The choice of urns is dictated by the state transition matrix of the HMM.

*B. Elements of an HMM*

The above examples give us a pretty good idea of what an HMM is and how it can be applied to some simple sce­narios. We now formally define the elements of an HMM, and explain how the model generates observation sequences.

An HMM is characterized by the following:

1. *N,* the number of states in the model. Although the states are hidden, for many practical applications there is often some physical significance attached to the states or to sets of states of the model. Hence, in the coin tossing experiments, each state corresponded to a distinct biased coin. In the urn and ball model, the states corresponded to the urns. Generally the states are interconnected in such a way that any state can be reached from any other state (e.g., an ergodic model); however, we will see later in this paper that other possible interconnections of states are often of interest. We denote the individual states as *S* = S2, • • • , SO, and the state at time *t* as *qt.*
2. M, the number of distinct observation symbols per state, i.e., the discrete alphabet size. The observation sym­bols correspond to the physical output of the system being modeled. For the coin toss experiments the observation symbols were simply heads or tails; for the ball and urn model they were the colors of the balls selected from the urns. We denote the individual symbols as *V = {v1, v2,*

* *• • , vA,1}.*

3) The state transition probability distribution A = {a11} where

*a, = Pfqt, = Strqt = Si], 1 i, j N. (7)*

For the special case where any state can reach any other state in a single step, we have *a„ >* 0 for all *i, j.* For other types of HMMs, we would have ay = 0 for one or more *(i, j)* pairs.

1. The observation symbol probability distribution in state *j, B = {b,(k)},* where

*bi(k) = P[vk* at *tlq, =* 1 s *j N*

*k s* M. (8)

1. The initial state distribution 7r = {7r,} where   
    = *P[q1* = *Si], 1 N.* (9)

Given appropriate values of *N, M, A, B,* and 7r, the HMM can be used as a generator to give an observation sequence

0 = 02 • • OT (10)

(where each observation 0, is one of the symbols from *V,* and *7* is the number of observations in the sequence) as follows:

1. Choose an initial state *q1 = S,* according to the initial state distribution W.
2. Set *t* = 1.
3. Choose 0, = vk according to the symbol probability distribution in state *S,,* i.e., *b,(k).*
4. Transit to a new state *qt+i = Si* according to the state transition probability distribution for state Si, i.e.,
5. Set *t = t +* 1; return to step 3)if *t* < T; otherwise ter­minate the procedure.

The above procedure can be used as both a generator of observations, and as a model for how a given observation sequence was generated by an appropriate HMM.

It can be seen from the above discussion that a complete specification of an HMM requires specification of two model parameters *(N* and M), specification of observation symbols, and the specification of the three probability mea­sures *A, B,* and Ir. For convenience, we use the compact notation

X = (A, *B,* r)

to indicate the complete parameter set of the model. C. *The Three Basic Problems for* HMMs5

Given the form of HMM of the previous section, there are three basic problems of interest that must be solved for the model to be useful in real-world applications. These prob­lems are the following:

*Problem 1:* Given the observation sequence 0 = 01 02

* • • *OD* and a model X = *(A, B, 7r),* how do we efficiently compute P(OIX), the proba­bility of the observation sequence, given the model?

*Problem 2:* Given the observation sequence 0 = 01 02

* • • *OT,* and the model X, how do we choose a corresponding state sequence Q = q1 *q2*
* *• •* qT which is optimal in some meaningful sense (i.e., best "explains" the observa­tions)?

*Problem* 3: How do we adjust the model parameters X   
= *(A, B, 21)* to maximize P(01X)?

'The material in this section and in Section III is based on the ideas presented by Jack Ferguson of IDA in lectures at Bell Lab­oratories.

Problem 1 is the evaluation problem, namely given a model and a sequence of observations, how do we compute the probability that the observed sequence was produced by the model. We can also view the problem as one of scor­ing how well a given model matches a given observation sequence. The latter viewpoint is extremely useful. For example, if we consider the case in which we are trying to choose among several competing models, the solution to Problem 1 allows us to choose the model which best matches the observations.
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Problem 2 is the one in which we attempt to uncover the hidden part of the model, i.e., to find the "correct" state sequence. It should be clear that for all but the case of degenerate models, there is no "correct" state sequence to be found. Hence for practical situations, we usually use an optimality criterion to solve this problem as best as pos­sible. Unfortunately, as we will see, there are several rea­sonable optimality criteria that can be imposed, and hence the choice of criterion is a strong function of the intended use for the uncovered state sequence. Typical uses might be to learn about the structure of the model, to find optimal state sequences for continuous speech recognition, or to get average statistics of individual states, etc.

Problem 3 is the one in which we attempt to optimize the model parameters so as to best describe how a given obser­vation sequence comes about. The observation sequence used to adjust the model parameters is called a training sequence since it is used to "train" the HMM. The training problem is the crucial one for most applications of HMMs, since it allows us to optimally adapt model parameters to observed training data—i.e., to create best models for real phenomena.

To fix ideas, consider the following simple isolated word speech recognizer. For each word of a W word vocabulary, we want to design a separate N-state HMM. We represent the speech signal of a given word as a time sequence of coded spectral vectors. We assume that the coding is done using a spectral codebook with M unique spectral vectors; hence each observation is the index of the spectral vector closest (in some spectral sense) to the original speech sig­nal. Thus, for each vocabulary word, we have a training sequence consisting of a number of repetitions of sequences of codebook indices of the word (by one or more talkers). The first task is to build individual word models. This task is done by using the solution to Problem 3 to opti­mally estimate model parameters for each word model. To develop an understanding of the physical meaning of the model states, we use the solution to Problem 2 to segment each of the word training sequences into states, and then study the properties of the spectral vectors that lead to the observations occurring in each state. The goal here would be to make refinements on the model (e.g., more states, different codebook size, etc.) so as to improve its capability of modeling the spoken word sequences. Finally, once the set of W HMMs has been designed and optimized and thor­oughly studied, recognition of an unknown word is per­formed using the solution to Problem 1 to score each word model based upon the given test observation sequence, and select the word whose model score is highest *(Le.,* the highest likelihood).

In the next section we present formal mathematical solu­tions to each of the three fundamental problems for HMMs.

We shall see that the three problems are linked together tightly under our probabilistic framework.

Ill. SOLUTIONS TO THE THREE BASIC PROBLEMS OF HMMs

*A. Solution to Problem*

We wish to calculate the probability of the observation sequence, 0 = 01 02 • • OT, given the model X, i.e., P(OIX). The most straightforward way of doing this is through enumerating every possible state sequence of length T(the number of observations). Consider one such fixed state sequence

Q = ch q2 • • • *qT* (12)

where q1 is the initial state. The probability of the obser­vation sequence 0 for the state sequence of (12) is

*P(01 Q, X) = II P(otlq„* X) (13a)

i=7

where we have assumed statistical independence of obser­vations. Thus we get

P(01 Q, X) = b,(01) b„(02) • • • b,(07-). (13b)

The probability of such a state sequence Q can be written as

P(QIX) = 7ciiachq2a92q3 • • aq, iciT• (14)

The joint probability of 0 and Q, i.e., the probability that 0 and Q occur simultaneously, is simply the product of the above two terms, i.e.,

P(0, QIX) = P(01Q, P(Q, X). (15)

The probability of 0 (given the model)is obtained by sum­ming this joint probability over all possible state sequences *q* giving

P(OIX) = P(01Q, P(QIX)al Q

= 71-9,b,(01) *agic2b,„(02)*

" *",qT*

acIT\_ *ich-bcr(QT)•*

The interpretation of the computation in the above equa­tion is the following. Initially (at time *t =* 1) we are in state cF, with probability 7r,, and generate the symbol 01 (in this state) with probability b„(01). The clock changes from time *t* to ***t* + 1 *(t* =** 2) and we make a transition to state q2 from state q1 with probability ag,g2, and generate symbol 02 with probability b,(02). This process continues in this manner until we make the list transition (at time *T)* from state qr-7 to state *(Tr* with probability *agr,* and generate symbol Or with probability b,(07-).

A little thought should convince the reader that the cal­culation of P(01 X), according to its direct definition (17) involves on the order of 2T • *NT* calculations, since at every *t* = 1, 2, • • • , T, there are *N* possible states which can be reached (i.e., there are *NT* possible state sequences), and for each such state sequence about 2*T* calculations are required for each term in the sum of (17). (To be precise, we need (2*T* — 1)NT multiplications, and *NT —* 1 additions.) This calculation is computationally unfeasible, even for small values of *N* and *T;* e.g., for *N =* 5 (states), *T =* 100 (observations), there are on the order of 2 • 100 • 5100 1072 computations! Clearly a more efficient procedure is required to solve Problem 1. Fortunately such a procedure exists and is called the forward-backward procedure.
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*The Forward-Backward Procedure [2],* [3)6: Consider the forward variable *at(i)* defined as

*at(i)* = P(01 02 • • Ot, *qt =* S,1X) (18)

i.e., the probability of the partial observation sequence, 01   
02 • • Ot, (until time *t)* andstate *S,* at time *t,* given the model

X. We can solve for at(i) inductively, as follows:

1) Initialization:

|  |  |  |  |
| --- | --- | --- | --- |
| 1. Induction: *"t+1(i)* = 2. Termination: | *a1(i) = ribi(01),*  [ *iat(i)aiiibi(Ot+1),*  *=i*  *P(01 X) =*  *i=i* | 1 < *i < N.*  1 < ***t*** < T — 1 *1sjsN.*  *aT(i).* |  |

Step 1) initializes the forward probabilities as the joint prob­ability of state *S,* and initial observation 01. The induction step, which is the heart of the forward calculation, is illus­trated in Fig. 4(a). This figure shows how state Si can be

|  |  |  |
| --- | --- | --- |
|  |  |  |
| I—   1. vi | N  **2** |

**1 2 3** T

**OBSERVATION, t**

**Fig. 4.** (a) Illustration of the sequence of operations required for the computation of the forward variable *oir+I(/* )• (b) Implementation of the computation of *ott(i)* in terms of a lattice of observations ***t,*** and states *i.*

'Strictly speaking, we only need the forward part of the forward-backward procedure to solve Problem 1. We will introduce the backward part of the procedure in this section since it will be used to help solve Problem 3.

reached at time *t +* 1 from the *N* possible states, *Si, 1 i*
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*N,* at time *t.* Since *at(i)* is the probability of the joint event that 01 02 • • Or are observed, and the state at time *t* is *Si,* the product *«,(i )a,,* is then the probability of the joint event that 01 02 • • • Q are observed, and state *Si* is reached at time *t +* 1 via state *S,* at time *t.* Summing this product over all the *N* possible states *Si,* 1 s *i\_sNat* time *t* results in the probability of *S,* at time *t +* 1 with all the accompanying pre­vious partial observations. Once this is done and *Si* is known, it is easy to see that «,, *j)* is obtained by accounting for observation 0, +1 in state), i.e., by multiplying the summed quantity by the probability *b,(0,,i).* The computation of (20) is performed for all states *j,* 1 5 *j Ls. N,* for a given *t;* the computation is then iterated for *t =* 1, 2, • • • , T - 1. Finally, step 3) gives the desired calculation of P(OIX) as the sum of the terminal forward variables *aT(i).* This is the case since, by definition,

*cir(i)* = P(01 02 • • • *OD qr =* S,IX) (22)

and hence P(01X) is just the sum of the *«TM's.*

If we examine the computation involved in the calcula­tion of *at( j),* **1** *t* T, 1 5\_ *j N,* we see that it requires on the order of *N2T* calculations, rather than *2TNT* as required by the direct calculation. (Again, to be precise, we need *N(N +* 1)(T - 1) + *N* multiplications and *N(N - 1)(T -* 1) additions.) For *N =* 5, T = 100, we need about 3000 computations for the forward method, versus 1072 com­putations for the direct calculation, a savings of about 69 orders of magnitude.

The forward probability calculation is, in effect, based upon the lattice (or trellis) structure shown in Fig. 4(b). The key is that since there are only *N* states (nodes at each time slot in the lattice), all the possible state sequences will re-merge into these *N* nodes, no matter how long the obser­vation sequence. At time *t =* 1 (the first time slot in the lat­tice), we need to calculate values of *oti(i),* 1 *i N.* At times *t =* 2, 3, • • , T, we only need to calculate values of *at(j),* 1 *j Ls N,* where each calculation involves only *N* previous values of at\_ 1(i) because each of the Ngrid points is reached from the same *N* grid points at the previous time slot.

In a similar manner/we can consider a backward variable 0,(i) defined as

0,(i) = P(0,+1 01+2 • • • 0-rigt = Si, X) (23)

i.e., the probability of the partial observation sequence from *t* + 1 to the end, given state *Si* at time *t* and the model X. Again we can solve for 0,(i) inductively, as follows:

1. Initialization:

*07-(i) = 1, 1 < i < N.* (24)

1. Induction:

*Ot(►) = aiibi(Ot+1) Ot+1(i)1*

*t =* T - 1, *T -* 2, •• , 1, 1 5 *i* 5\_ *N.* (25)

The initialization step 1) *arbitrarily* defines (3,-(i) to be 1 for   
all *i.* Step 2), which is illustrated in Fig. 5, shows that in order   
to have been in state *Si* at time *t,* and to account for the

'Again we remind the reader that the backward procedure will be used in the solution to Problem 3, and is not required for the solution of Problem 1.
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**Fig. 5. Illustration** of the sequence of operations required for the computation of the backward variable d3,(i).

observation sequence from time *t +* 1 on, you have to con­sider all possible states *Si* at time *t* + 1, accounting for the transition from *S, to Si* (the *a,1* term), as well as the obser­vation 0,+1 in state *j* (the *bi(01+1)* term), and then account for the remaining partial observation sequence from state *j* (the 0,+1(j) term). We will see later how the backward, as well as the forward calculations are used extensively to help solve fundamental Problems 2 and 3 of HMMs.

Again, the computation of 0,(i), 1 s *t s T, 1 i N,*

requires on the order of N2Tcalculations, and can be com­puted in a lattice structure similar to that of Fig. 4(b).

*B. Solution to Problem 2*

Unlike Problem 1 for which an exact solution can be given, there are several possible ways of solving Problem 2, namely finding the "optimal" state sequence associated with the given observation sequence. The difficulty lies with the def­inition of the optimal state sequence; i.e., there are several possible optimality criteria. For example, one possible opti­mality criterion is to choose the states *q,* which are *indi­vidually* most likely. This optimality criterion maximizes the expected number of correct individual states. To imple­ment this solution to Problem 2, we define the variable

*'Yr(i* ) = *P(cli =* 5,10, X) (26)

i.e., the probability of being in state *5,* at time *t,* given the observation sequence 0, and the model X. Equation (26) can be expressed simply in terms of the forward-backward variables, i.e.,

*7t(i) - at(i) OM) at(i) OM)*

P(01X) *N at(i) l3 (i)* (27)

*i =1*

since *«,(i)* accounts for the partial observation sequence 01 02 • • • 0, and state *S,* at *t,* while *,3t(i)* accounts for the   
 remainder of the observation sequence 0t+2 • • °Tr,   
given state *S,* at *t.* The normalization factor P(OIX) =

at(i), *01(i)* makes *-yt(i)* a probability measure so that

*-yt(i) =* 1. (28)

*e=*

Using *-MO,* we can solve for the individually most likely state *q,* at time *t,* as

*q, =* argmax Fyt(i)l, 1 *t* **5\_** *T.* (29)

Although (29) maximizes the expected number of correct states (by choosing the most likely state for each *t),* there could be some problems with the resulting state sequence. For example, when the HMM has state transitions which have zero probabilty *=* 0 for some *i* and *j),* the "optimal" state sequence may, in fact, not even be a valid state sequence. This is due to the fact that the solution of (29) simply determines the most likely state at every instant, without regard to the probability of occurrence of *sequences* of states.

One possible solution to the above problem is to modify the optimality criterion. For example, one could solve for the state sequence that maximizes the expected number of correct pairs of states *(qt, gm),* or triples of states *(qt, qt.", qt+2),* etc. Although these criteria might be reasonable for some applications, the most widely used criterion is to find the *single* best state sequence (path), i.e., to maximize P(Q10, X) which is equivalent to maximizing *P(Q,* 01X). A formal technique for finding this single best state sequence exists, based on dynamic programming methods, and is called the Viterbi algorithm.

*Viterbi Algorithm 121], 122]:* To find the single best state sequence, Q = {q1 q2 • • • q7-}, for the given observation sequence 0 = {01 02 • • • *Or},* we need to define the quantity

*6,(i) =* max *P[q, q2 • • • qt = it 01 02 - • • 0tlxl*

(30)

i.e., *St(i)* is the best score (highest probability) along a single path, at time *t,* which accounts for the first *t* observations and ends in state *S.* By induction we have

*6t41(j) =* [max *or(i)a,,l* • bi(Ot+1). (31)

To actually retrieve the state sequence, we need to keep track of the argument which maximized (31), for each *t* and *j.* We do this via the array Iiit(j). The complete procedure for finding the best state sequence can now be stated as follows:

1) Initialization: It should be noted that the Viterbi algorithm is similar (except for the backtracking step) in implementation to the forward calculation of (19)-(21). The major difference is the maximization in (33a) over previous states which is used in place of the summing procedure in (20). It also should be clear that a lattice (or trellis) structure efficiently imple­ments the computation of the Viterbi procedure.

*C. Solution to Problem 3 [1]-15]*

The third, and by far the most difficult, problem of HMMs is to determine a method to adjust the model parameters *(A, B,* -ir) to maximize the probability of the observation sequence given the model. There is no known way to ana­lytically solve for the model which maximizes the proba­bility of the observation sequence. In fact, given any finite observation sequence as training data, there is no optimal way of estimating the model parameters. We can, however, choose X = *(A, B, 7r)* such that P(01X) is locally maximized using an iterative procedure such as the Baum-Welch method (or equivalently the EM (expectation-modification) method [23]), or using gradient techniques [14]. In this sec­tion we discuss one iterative procedure, based primarily on the classic work of Baum and his colleagues, for choosing model parameters.

In order to describe the procedure for reestimation (iter­ative update and improvement) of HMM parameters, we first define *Ef(i, j),* the probability of being in state *S,* at time t, and state Si at time *t +* 1, given the model and the obser­vation sequence, i.e.

*tt(i,D = P(clt = Si, qt-F1 = Si10,* X). (36)

The sequence of events leading to the conditions required   
by (36) is illustrated in Fig. 6. It should be clear, from the
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*1 s j N* (33a)

at(i)

13t+1(i)

1+1

**1+2**

1-1

*1 s i s N* (32a)

(32b)

2 *T*

b1(i) = 7ribi(01),

11/1(i) = 0.

2) Recursion:

*=* max *[k\_1(i)aijIbi(Ot),*

1s *i sN*

Fig. 6. Illustration of the sequence of operations required for the computation of the joint event that the system is in state *5,* at time *t* and state *Si* at time *t +* 1.

= argmax 2 s *t s* T

1 s *j N.* (33b)

1. Termination: (34a)

***P\* =*** max [ST(i)]   
isisN

*q;* = argmax *[4(/)].* (34 b)

*1 sN*

1. Path (state sequence) backtracking: q't\* = 0,1(cg4-1), *t=* T — 1, T — 2, • 1. (35)

definitions of the forward and backward variables, that we can write *Et(i, j)* in the form

(37)
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*cer(i) aiibi(Or+1) Or+ i(j)*

*r(i, j) —*

*P(01 X)*

*at(i)* aiibi(Ot +1) Or + l(j) *N N*

*at(i) aiihi(Or+1)*

j=1

where the numerator term is just *P(qt* = ch = *Si,* OIX)

and the division by P(01X) gives the desired probability measure.

We have previously defined *-yt(i)* as the probability of being in state *S,* at time *t,* given the observation sequence and the model; hence we can relate *,y,(i)* to tt(i, *1)* by sum­ming over *j,* giving

*Tt(i) = Et(i,* (38)

*=1*

If we sum *-yt(i)* over the time index *t,* we get a quantity which can be interpreted as the expected (over time) number of times that state *S,* is visited, or equivalently, the expected number of transitions made from state *Si* (if we exclude the time slot t *T* from the summation). Similarly, summation of *Et(i, j)* over *t* (from *t = 1 to t = T —* 1) can be interpreted as the expected number of transitions from state *S,* to state *Si.* That is

*T-1*

*-y,(i) =* expected number of transitions from *Si*

*t=1*

*T-1*

*Et(i, j) =* expected number of transitions from *Si* to *S,.*

t=-1

Using the above formulas (and the concept of counting event occurrences) we can give a method for reestimation of the parameters of an HMM. A set of reasonable reesti­mation formulas for 7, A, and *B* are lihood estimate of the HMM. It should be pointed out that the forward-backward algorithm leads to local maxima only, and that in most problems of interest, the optimi­zation surface is very complex and has many local maxima.

The reestimation formulas of (40a)-(40c) can be derived directly by maximizing (using standard constrained opti­mization techniques) Baum's auxiliary function

Q(X, T■) = Q P(Q10, X) log *[P(0,* Qua)] (41)

over X. It has been proven by Baum and his colleagues [6], [3] that maximization of Q(X, X) leads to increased likeli­hood, i.e.

max [Q(X, X)] P(OIX) P(01 X). (42)

Eventually the likelihood function converges to a critical point.

*Notes on the Reestimation Procedure:* The reestimation formulas can readily be interpreted as an implementation of the EM algorithm of statistics [23] in which the E (expec­tation) step is the calculation of the auxiliary function Q(X, X), and the M (modification) step is the maximization over X. Thus the Baum-Welch reestimation equations are essen­tially identical to the EM steps for this particular problem.

An important aspect of the reestimation procedure is that the stochastic constraints of the HMM parameters, namely

N

*—* 1 (43a)

*i* =1

Tr, = expected frequency (number of times) in state *S,* at time *(t = 1) =*

\_ expected number of transitions from state *S,* to state S,

*a,,* — expected number of transitions from state *S,*

*T-1*

*Et(j, j)*

*t =1 T-1*

*7t(i)*

*t=1*

expected number of times in state *j* and observing symbol vk

*i(k) =*

expected number of times in state *j*

*7t(i)*

*t =1*

*s.t.Or= Vk*

*lit(j)*

*t =1*

If we define the current model as X = (A, *B, 7r),* and use that to compute the right-hand sides of (40a)-(40c), and we define the reestimated model as X = *A, B,* Tr), as determined from the left-hand sides of (40a)-(40c), then it has been proven by Baum and his colleagues [6], [3] that either 1) the initial model X defines a critical point of the likelihood func­tion, in which case X = X; or 2) model X is more likely than model X in the sense that P(OIX) > P(01 X), i.e., we have found a new model X from which the observation sequence is more likely to have been produced.
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Based on the above procedure, if we iteratively use Y■ in place of X and repeat the reestimation calculation, we then can improve the probability of 0 being observed from the model until some limiting point is reached. The final result of this reestimation procedure is called a maximum like-

M

5j = 1, ;=-1 '

*1 < i < N*

*1 sjs N*

*bi(k) = 1,*

*k =1*

are automatically satisfied at each iteration. By looking at the parameter estimation problem as a constrained opti­mization of P(01 X) (subject to the constraints of (43)), the techniques of Lagrange multipliers can be used to find the values of 7„ *aid,* and *bi(k)which* maximize *P* (we use the nota­tion *P = P(01X)* as short-hand in this section). Based on set­ting up a standard Lagrange optimization using Lagrange multipliers, it can readily be shown that *Pis* maximized when

the following conditions are met:
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*3P*

(44a)

*ap*

*7   
k=* 1 *1, ark*

*aP*

*a*

*daij*

*aP*

*k =* 1 *aaik*

*ap*

*b•(k) abi(k) bi(k) = •Ma P*

*b*

*e=i ab,(e)*

By appropriate manipulation of (44), the right-hand sides of each equation can be readily converted to be *identical* to the right-hand sides of each part of (40a)-(40c), thereby showing that the reestimation formulas are indeed exactly correct at critical points of P. In fact the form of (44) is essen­tially that of a reestimation formula in which the left-hand side is the reestimate and the right-hand side is computed using the current values of the variables.

Finally, we note that since the entire problem can be set up as an optimization problem, standard gradient tech­niques can be used to solve for "optimal" values of the model parameters (14]. Such procedures have been tried and have been shown to yield solutions comparable to those of the standard reestimation procedures.

IV. TYPES OF HMMs

Until now, we have only considered the special case of ergodic or fully connected HMMs in which every state of the model could be reached (in a single step) from every other state of the model. (Strictly speaking, an ergodic model has the property that every state can be reached from every other state in a finite number of steps.) As shown in Fig. 7(a), for an *N =* 4 state model, this type of model has the property that every *au* coefficient is positive. Hence for the example of Fig. 7a we have

all a12 a13 a14

a21 a22 a23 a24

A=

am a32 a33 a34

a41 a42 a43 a44

For some applications, in particular those to be discussed later in this paper, other types of HMMs have been found to account for observed properties of the signal being mod­eled better than the standard ergodic model. One such model is shown in Fig. 7(b). This model is called a left-right model or a Bakis model [11], [10] because the underlying state sequence associated with the model has the property that as time increases the state index increases (or stays the same), i.e., the states proceed from left to right. Clearly the left-right type of HMM has the desirable property that it can readily model signals whose properties change over time­e.g., speech. The fundamental property of all left-right
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Fig. 7. illustration of 3 distinct types of HMMs. (a) A 4-state ergodic model. (b) A 4-state left-right model. (c) A 6-state par­allel path left-right model.

HMMs is that the state transition coefficients have the prop­erty

= 0, *1 < i* (45)

i.e., no transitions are allowed to states whose indices are lower than the current state. Furthermore, the initial state probabilities have the property

{0, *i* 1

(46)

1, *i =* 1

since the state sequence must begin in state 1 (and end in state *N).* Often, with left-right models, additional con­straints are placed on the state transition coefficients to make sure that large changes in state indices do not occur; hence a constraint of the form

*a, = 0, j > i + A* (47)

is often used. In particular, for the example of Fig. 7(b), the value of is 2, i.e., no jumps of more than 2 states are allowed. The form of the state transition matrix for the example of Fig. 7(b) is thus

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | all | a12 | a13 | 0 |
|  | 0 | a22 | a23 | a24 |
| A= |  |  |  |  |
|  | 0 | 0 | a33 | a34 |
|  | 0 | 0 | 0 | a44\_ |

It should be clear that, for the last state in a left-right model, that the state transition coefficients are specified as

*aNN =* 1 (48a)

*am, —* 0, *i < N.* (48b)

Although we have dichotomized HMMs into ergodic and left-right models, there are many possible variations and combinations possible. By way of example, Fig. 7(c) shows a cross-coupled connection of two parallel left-right HMMs. Strictly speaking, this model is a left-right model (it obeys all the aq constraints); however, it can be seen that it has certain flexibility not present in a strict left-right model (i.e., one without parallel paths).

It should be clear that the imposition of the constraints of the left-right model, or those of the constrained jump model, essentially have no effect on the reestimation pro­cedure. This is the case because any HMM parameter set to zero initially, will remain at zero throughout the rees­timation procedure (see (44)).

*A. Continuous Observation Densities in HMMs 124]-126]*

All of our discussion, to this point, has considered only the case when the observations were characterized as dis­crete symbols chosen from a finite alphabet, and therefore we could use a discrete probability density within each state of this model. The problem with this approach, at least for some applications, is that the observations are continuous signals (or vectors). Although it is possible to quantize such continuous signals via codebooks, etc., there might be seri­ous degradation associated with such quantization. Hence it would be advantageous to be able to use HMMs with con­tinuous observation densities.

In order to use a continuous observation density, some restrictions have to be placed on the form of the model probability density function (pdf) to insure that the param­eters of the pdf can be reestimated in a consistent way. The most general representation of the pdf, for which a rees­timation procedure has been formulated [24]-[26], is a finite mixture of the form

*bi(0) = ci„A[0, pin), 11,„,1,* 1 *j c N* (49)

m=1

where *0* is the vector being modeled, ci„, is the mixture coef­ficient for the mth mixture in state *j* and DT is any log-con­cave or elliptically symmetric density [24] (e.g., Gaussian), with mean vector Rim and covariance matrix *u,„,* for the mth mixture component in state *j.* Usually a Gaussian density is used for N. The mixture gains cjm satisfy the stochastic constraint

E c/a) = 1, 1 *5\_ j 5 N* (50a) *fE k) Ot*

m=1

*Iajk — 1 T*

*k)*

*t=1*

*7t(j, k) ((it — ft,k)(0, —* Fijk)'

7; t=

*g.jjk*

T

Z *'yt(j, k)*

*t=1*

where prime denotes vector transpose and where *yi.( j, k)* is the probability of being in state *j* at time *t* with the kth mixture component accounting for 0„ i.e.,

*at(j) (MD k) =[N*

**[ cika(00 pm, Um)**

M

=1 *Cir,01(0tr µ;m,* Ulm) m

*1=1*

*at(i) at(i)*

(The term *^Mb k)* generalizes to *yt(j)* of (26) in the case of a simple mixture, or a discrete density.) The reestimation formula for *a,iis* identical to the one used for discrete obser­vation densities (i.e., (40b)). The interpretation of (52)-(54) is fairly straightforward. The reestimation formula for cm is the ratio between the expected number of times the system is in state *j* using the kth mixture component, and the expected number of times the system is in state *j.* Similarly, the reestimation formula for the mean vector Pik weights each numerator term of (52) by the observation, thereby giving the expected value of the portion of the observation vector accounted for by the kth mixture component. A sim­ilar interpretation can be given for the reestimation term for the covariance matrix *Up,*

*B. Autoregressive HMMS [27], [28]*

Although the general formulation of continuous density HMMs is applicable to a wide range of problems, there is one other very interesting class of HMMs that is particularly applicable to speech processing. This is the class of auto-regressive HMMs [27], [28]. For this class, the observation vectors are drawn from an autoregression process.

To be more specific, consider the observation vector 0 with components (x0, x1, x2, • • ,x,<\_-1). Since the basis prob­ability density function for the observation vector is Gauss­ian autoregressive (or order *p),* then the components of 0 are related by

c.- 0, *1 j N, 1 5\_m M* (50b) *Ok = —E aiOk\_i* ek (55)

so that the pdf is properly normalized, i.e.,

(52) *(5(0, a) = ra(0)* r(0) + 2 *ra(i) r(i)*

*1=1*

*a' =* [1, *a1,* a2, • • • , *ap]*

*bi(x)* dx = 1, 1 *j s N.* (51)

The pdf of (49) can be used to approximate, arbitrarily closely, any finite, continuous density function. Hence it can be applied to a wide range of problems.

It can be shown [24]-[26] that the reestimation formulas for the coefficients of the mixture density, i.e., cjm, u. and *CIA,* are of the form

*k)*

*r=1*

*-cjk = T M*

*yt(j, k)*

*t=*1 *k =1* i=1
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where ek, *k =* 0, 1, 2, • • • , *K -* 1 are Gaussian, independent, identically distributed random variables with zero mean and variance 0-2, and *a„ i =* 1, 2, • • • , *p,* are the autoregression or predictor coefficients. It can be shown that for large *K,* the density function for 0 is approximately

*f(0) = (27ra2)-1(12 exp{--- 2a2- 6(0, a)]* (56)

where

*P*

*ra(i) ana„, (a0 =* 1), 1 *i p* (57c)

*„=0*

*K —1*

*r(i) = x„x„;* 0 c *I c p.* (57d)

*n =0*

In the above equations it can be recognized that *r(i)* is the autocorrelation of the observation samples, and *ra(i)* is the autocorrelation of the autoregressive coefficients.

The total (frame) prediction residual a can be written as

*E[ E* (e,)21 = *Ka'* (58)   
i= where a2 is the variance per sample of the error signal. Con­sider the normalized observation vector

. *0 0*

*0 = fc; ORP* (59)

where each sample x, is divided byNRP, i.e., each sample is normalized by the sample variance. Then *f(0)* can be writ­ten as

27r)- *K12 K*

*f(0) = (—K exp --*2 ***b(O, a)).*** (60)

In practice, the factor *K* (in front of the exponential of (60)) is replaced by an *effective* frame length Kwhich represents the effective length of each data vector. Thus if consecutive data vectors are overlapped by 3 to 1, then we would use

*=* K/3 in (60), so that the contribution of each sample of signal to the overall density is counted exactly once.

The way in which we use Gaussian autoregressive density in HMMs is straightforward. We assume a mixture density of the form

*bt(0)* = ci,nbi„,(0)

*m =1* (61)

where each *bi,,(0)* is the density defined by (60) with auto-regression vector ***ain,*** (or equivalently by autocorrelation vector ***ra,),*** *i.e.,*

*I), (0) = (--* exp *(5(0,* ***aim)].*** (62)

27x1 *Kit K*

A reestimation formula for the sequence autocorrelation, *r(i)* of (57d), for the jth state, kth mixture, component has been derived, and is of the form

*yt(j, k) •* ***rt***

*rik****=*** *T* (63a)

*7,(J, k)*

*t=-1*

where *Tt(j, k)* is defined as the probability of being in state *j* at time *t* and using mixture component *k,* i.e.,

*at(i) i3 (j) cikbik(0)*

*7t(l, k) = N nT* (63b)

*E ar(j)* )3,(j) cikbik(0t)

i=i *k= 1*

It can be seen that r*i*k is a weighted sum (by probability of occurrence) of the normalized autocorrelations of the frames in the observation sequence. From r*i*k*,* one can solve a set of normal equations to obtain the corresponding auto-regressive coefficient vector 5m, for the kth mixture of state

*j.* The new autocorrection vectors of the autoregression coefficients can then be calculated using (57c), thereby clos­ing the reestimation loop.
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C. *Variants on HMM Structures—Null Transitions and Tied States*

Throughout this paper we have considered HMMs in which the observations were associated with states of the model. It is also possible to consider models in which the observations are associated with the arcs of the model. This type of HMM has been used extensively in the IBM con­tinuous speech recognizer [13]. It has been found useful, for this type of model, to allow transitions which produce no output—i.e., jumps from one state to another which pro­duce no observation [13]. Such transitions are called null transitions and are designated by a dashed line with the symbol used to denote the null output.

Fig. 8 illustrates 3 examples (from speech processing tasks) where null arcs have been successfully utilized. The

![](data:image/png;base64,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)

**9**

**Fig. 8.** Examples of networks incorporating null transi­tions. (a) Left-right model. (b) Finite state network. **(c)** Gram­mar network.

example of part (a) corresponds to an HMM (a left-right model) with a large number of states in which it is possible to omit transitions between any pair of states. Hence it is possible to generate observation sequences with as few as 1 observation and still account for a path which begins in state 1 and ends in state *N.*

The example of Fig. 8(b) is a finite state network (FSN) rep­resentation of award in terms of linguistic unit models (i.e., the sound on each arc is itself an HMM). For this model the null transition gives a compact and efficient way of describ­ing alternate word pronunciations (i.e., symbol delections).

Finally the FSN of Fig. 8(c) shows how the ability to insert a null transition into a grammar network allows a relatively simple network to generate arbitrarily long word (digit) sequences. In the example shown in Fig. 8(c), the null tran­sition allows the network to generate arbitrary sequences of digits of arbitrary length by returning to the initial state after each individual digit is produced.

Another interesting variation in the HMM structure is the concept of parameter tieing [13]. Basically the idea is to set up an equivalence relation between HMM parameters in

different states. In this manner the number of independent parameters in the model is reduced and the parameter esti­mation becomes somewhat simpler. Parameter tieing is used in cases where the observation density (for example) is known to be the same in 2 or more states. Such cases occur often in characterizing speech sounds. The tech­nique is especially appropriate in the case where there is insufficient training data to estimate, reliably, a large num­ber of model parameters. For such cases it is appropriate to tie model parameters so as to reduce the number of parameters (i.e., size of the model) thereby making the parameter estimation problem somewhat simpler. We will discuss this method later in this paper.

*D. Inclusion of Explicit State Duration Density in HMMs8 [29], 1301*

Perhaps the major weakness of conventional HMMs is the modeling of state duration. Earlier we showed (5) that the inherent duration probability density *pi(d)* associated with state *Si,* with self transition coefficient a„, was of the form

*pi(d) = (a,i)d-1(1 — aii)*

*=* probability of *d* consecutive observations in state *S,.*

(64)

For most physical signals, this exponential state duration   
density is inappropriate. Instead we would prefer to explic-   
itly model duration density in some analytic form. Fig. 9
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Fig. 9. Illustration of general interstate connections of (a) a normal HMM with exponential state duration density, and (b) a variable duration HMM with specified state densities and no self transitions from a state back to itself.

illustrates, for a pair of model states *Si* and *Si,* the differences between HMMs without and with explicit duration density. In part (a) the states have exponential duration densities based on self-transition coefficients *a„* and *all,* respectively. In part (b), the self-transition coefficients are set to zero, and an explicit duration density is specified.9 For this case, a

°In cases where a Bakis type model is used, i.e., left-right models where the number of states is proportional to the average duration, explicit inclusion of state duration density is neither necessary nor is it useful.

'Again the ideas behind using explicit state duration densities are due to Jack Ferguson of IDA. Most of the material in this section is based on Ferguson's original work. transition is made only after the appropriate number of observations have occurred in the state (as specified by the duration density).
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Based on the simple model of Fig. 9(b), the sequence of events of the variable duration HMM is as follows:

1. An initial state, q1 = *Si,* is chosen according to the ini­tial state distribution w,.
2. A duration *d1* is chosen according to the state dura­tion density *p,i(d1).* (For expedience and ease of implementation the duration density *pq(d)* is trun­cated at a maximum duration value *D.)*
3. Observations 01 02 • • • Ott, are chosen according to the joint observation density, b„(01 02 • • • Oth)- Generallywe assume independent of observations so that 13,1(01 02 • • ' Odi) = 1-011 b„,(0t).
4. The next state, q2 = Sr is chosen according to the state transition probabilities, aq1,2, with the constraint that *am2=* 0, i.e., no transition back to the same state can occur. (Clearly this is a requirement since we assume that, in state qt, exactly d1 observations occur.)

A little thought should convince the reader that the

variable duration HMM can be made equivalent to the stan-

dard HMM by setting *p,(d)* to be the exponential density

of (64).

Using the above formulation, several changes must be made to the formulas of Section III to allow calculation of P(01X) and for reestimation of all model parameters. In par­ticular we assume that the first state begins at *t =* 1 and the last state ends at *t = T,* i.e., entire duration intervals are included with the observation sequence. We then define the forward variable *at(i)* as

*at(i)* = P(01 02 • • *Ot, S,* ends at tl X). (65)

We assume that a total of *r* states have been visited during   
the first *t* observations and we denote the states as Q1, *q2,*

* *• • , qr* with durations associated with each state of d1, d2,
* • • , *dr.* Thus the constraints of (65) are

*q, = Si* (66a)

*d, = t.*

(66b)

(67)

*s =1*

Equation (65) can then be written as

at(i) =*d pa,(di) P(01 02 • • •* Odlicii)

*q*

* *acm2p42(d2) P(Od1+1 • • • °d,+c121q2) • • •*
* a, *i„p„(dr)* P(Odi d2 + • • ' *d, \_ 1 +1* ' " *Orlq1)*

where the sum is over all states *q* and all possible state dura­tions *d.* By induction we can write *at(j)* as

*N D*

*at(j) = ar\_d(i) a,ipi(d) II b1(05)* (68)

*=1d=1 s--t-d+* 1

where *D* is the maximum duration within any state. To ini­tialize the computation of *at(j)* we use

*a1(i)* = 7rip,(1) • *b,(01)* (69a)

2

a2(i) = *71- ip,(2)b1(05) + (xi( j) ai1p,(1) b*1*(02)* (69b)

s=1 t=1

*1\* i*

3

3 2 *N*

*a3(►) = 74),(3) II b1(05) +* E E *a3-d(j) a. p,(d)*

*s=1* d=1 j=1

*j\*1*

|  |  |
| --- | --- |
| *07(;)* - E ar(i)13,(01  r<t | 1. *p,(d) =*   *F(v)* (83)  with parameters v, and m and with mean v,m-1 and variance Reestimation formulas for m and v, have been derived   1. and used with good results [19]. Another possibility, which  has been used with good success, is to assume a uniform duration distribution (over an appropriate range of dura­tions) and use a path-constrained Viterbi decoding pro­cedure [31]. |

• II *bi(05)* (69c)

*s* =4— *d*

etc., until *«D(i)* is computed; then (68) can be used for all *t > D.* It should be clear that the desired probability of 0 given the model X can be written in terms of the a's as

1)(01X) = *aT(i)* (70)

i=

as was previously used for ordinary HMMs.

In order to give reestimation formulas for all the variables of the variable duration HMM, we must define three more forward-backward variables, namely

*a;' (i)* = P(01 02 • • • O„ S. begins at *t +* 1IX) (71)

*St(i)* = P(Or+1 • • • OTIS, ends at *t,* X) (72)

*137(i)* = P(Ot+, • • OTIS, begins at *t +* 1, X). (73)

The relationships between *a, a\*, 0,* and 13\* are as follows: *4(j) = at(i)a,i* (74)

*at(i)d=1 at\*-d(i)1);(d) s =td +1 bi(0s)* (75)

*—*

N

0,(i) = > a,i07(j)

j=1 (76)

*t+d*

*0;‘(i) = E1 Ot+ d(i) PO )s ) 11 1 b,(05). (77)*

*d==t+*

Based on the above relationships and definitions, the rees­timation formulas for the variable duration HMM are

*—7,0O(i) 7, —*

*P(0 1X)*

T

*aq*

*13,(k)*

*at(i) aiig(j)*

*t=1*

*N T*

* > *at(i) a13 (j) j=1 t-1*

T

*017(i) •*

*t=1 \_r<t*

s.t.0,=k

*M T*

*LJ 4(i) 13:(i) ar(i) 13,(i)1*

*k=1 t=1 r<t r<t*

s.t.0t=vk

(80)

T *t+d*

*=t=1 s*

*E 401 Pi(d) Ot+d(i) WOO*

*T t+d*

*s*=t+1 (81)

* E *a7 (i) p1(d) lit+d(i)* II *b1(05)*

d=1 *t=1 s=t+1*

The interpretation of the reestimation formulas is the fol­lowing. The formula for Tr, is the probability that state *i* was the first state, given 0. The formula for 54 *is almost the same as for the usual* ***HMM*** except *it uses the condition that the alpha terms in which a state ends at t,* join with the beta

terms in which a new state begins at *t +* 1. The formula for *b,(k)* (assuming a discrete density) is the expected number of times that observation Ot = *vk* occurred in state *i,* nor­malized by the expected number of times that any obser­vation occurred in state i. Finally, the reestimation formula for *p,(d)* is the ratio of the expected number of times state i occurred with duration *d,* tothe expected number of times state *i* occurred with any duration.
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The importance of incorporating state duration densities is reflected in the observation that, for some problems, the quality of the modeling is significantly improved when explicit state duration densities are used. However, there are drawbacks to the use of the variable duration model discussed in this section. One is the greatly increased com­putational load associated with using variable durations. It can be seen from the definition and initialization condi­tions on the forward variable a,(i), from (68)-(69), that about ***D*** times the storage and *D212* times the computation is required. For *D*on the order of 25 (as is reasonable for many speech processing problems), computation is increased by a factor of 300. Another problem with the variable duration models is the large number of parameters *(D),* associated with each state, that must be estimated, in addition to the usual HMM parameters. Furthermore, for a fixed number of observations T, in the training set, there are, on average, fewer state transitions and much less data to estimate *p,(d)* than would be used in a standard HMM. Thus the reesti­mation problem is more difficult for variable duration HMMs than for the standard HMM.

One proposal to alleviate some of these problems is to use a parametric state duration density instead of the non-parametric *p,(d)* used above [29], [30]. In particular, pro­posals include the Gaussian family with

*pi(d) = 1M(d, p,„* (82)

with parameters and *4,* or the Gamma family with

*E. Optimization Criterion—ML, MMI, and MDI [32], [33]*

The basic philosophy of HMMs is that a signal (or obser­vation sequence) can be well modeled if the parameters of an HMM are carefully and correctly chosen. The problem with this philosophy is that it is sometimes inaccurate—either because the signal does not obey the constraints of the HMM, or because it is too difficult to get reliable esti­mates of all HMM parameters. To alleviate this type of prob­lem, there has been proposed at least two alternatives to the standard maximum likelihood (ML) optimization pro­cedure for estimating HMM parameters.

The first alternative [32] is based on the idea that several HMMs are to be designed and we wish to design them all at the same time in such a way so as to maximize the dis­crimination power of each model (i.e., each model's ability

to distinguish between observation sequences generated   
by the correct model and those generated by alternative   
models). We denote the different HMMs as X,„ v = 1, 2,

* • • , V. The standard ML design criterion is to use a separate training sequence of observations 0" to derive model parameters for each model X. Thus the standard ML opti­mization yields

= max P(01Xp). (84)

The proposed alternative design criterion [31] is the max­imum mutual information (MMI) criterion in which the average mutual information I between the observation sequence 0" and the *complete* set of models X = (X1, X2,

* • • , Xv) is maximized. One possible way of implementing thisl° is

= max [log P(OPIX,) — log E-1 P(01 X01 (85)

i.e., choose X so as to separate the correct model X. from all other models on the training sequence 0". By summing (85) over all training sequences, one would hope to attain the most separated set of models possible. Thus a possible implementation would be

/\* = max I E [log P(0"IX„) — log <.\_,Y P(ORIX,,,,)}. (86)

x w =1

There are various theoretical reasons why analytical (or reestimation type) solutions to (86) cannot be realized. Thus the only known way of actually solving (86) is via general optimization procedures like the steepest descent methods

The second alternative philosophy is to assume that the signal to be modeled was not necessarily generated by a Markov source, but does obey certain constraints (e.g., pos­itive definite correlation function) [33]. The goal of the design procedure is therefore to choose HMM parameters which minimize the discrimination information (DI) or the cross entropy between the set of valid (i.e., which satisfy the measurements) signal probability densities (call this set Q), and the set of HMM probability densities (call this set Ph), where the DI between Q and *P5* can generally be written in the form

*D(Qi1P5) = q(y) In (q(y)Ip(y)) dy* (87)

where *q* and *p* are the probability density functions cor­responding to Q and P5. Techniques for minimizing (87) (thereby giving an MD1 solution) for the optimum values of X = (A, *B, 7r)* are highly nontrivial; however, they use a generalized Baum algorithm as the core of each iteration, and thus are efficiently tailored to hidden Markov modeling

It has been shown that the ML, MMI, and MD1 approaches can all be uniformly formulated as MDI approaches.' The three approaches differ in either the probability density attributed to the source being modeled, or in the model wIn (85) and (86) we assume that all words are equiprobable, i.e., p(w) = 1/V.

"Y. Ephraim and L. Rabiner, "On the Relations Between Mod­eling Approaches for Speech Recognition,"to appear in IEEE TRANS­ACTIONS ON INFORMATION THEORY. effectively being used. None of the approaches, however, assumes that the source has the probability distribution of the model.
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*F. Comparison of HMMs [34]*

An interesting question associated with HMMs is the fol­lowing: Given two HMMs, X1 and X2, what is a reasonable measure of the similarity of the two models? A key point here is the similarity criterion. By way of example, consider the case of two models

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| with | | Al = (A1, B1, 7f1) X2 = (A2, B2, 71-2) | | | | | |
| Al = | *p* | *1 — p* | = |  | 1 | ql |  |
|  | *1 — p* | *p* |  | *q* | *q* |  |  |
| 211 =  and | | [1/2 1/2] | | |  |  | |

*[r 1 —* rl

1 — .5]

7r2 = [1/2 1/2].

.\_1 — s s

A2= J B2=

1 — *r r*

For X1 to be equivalent to X2, in the sense of having the same statistical properties for the observation symbols, i.e., *E[Or = vkiXi] = E[Ot =* vklX2], for all *vk,* we require

*pq + (1 — p)(1 — q) rs + (1 — r)(1 —* s)

or, by solving for s, we get

*s =p + q — 2pq*

*1 — 2r*

By choosing (arbitrarily) *p =* 0.6, *q =* 0.7, *r =* 0.2, we get *s* = 13/30 = 0.433. Thus, even when the two models, X1 and X2, look ostensibly very different (i.e., Al is very different from A2 and B1 is very different from 82), statistical equiv­alence of the models can occur.

We can generalize the concept of model distance (dis­similarity) by defining a distance measure D(X1, X2), between two Markov models, X1 and X2, as

D(X1, X2) = 1flog P(0{2)1X1) — log P(012)1X2)] (88)

where 021 = 0102 03 • • • OT is a sequence of observations *generated* by model X2 [34]. Basically (88) is a measure of how well model Al matches observations generated by model X2, relative to how well model X2 matches obser­vations generated by itself. Several interpretations of (88) exist in terms of cross entropy, or divergence, or discrim­ination information [34].

One of the problems with the distance measure of (88) isthat it is nonsymmetric. Hence a natural expression of this measure is the symmetrized version, namely

D(X1X2) + D(X2, Xi)

2

Ds(X,, X2) = (89)

V. IMPLEMENTATION ISSUES FOR HMMs

The discussion in the previous two sections has primarily dealt with the theory of HMMs and several variations on the form of the model. In this section we deal with several prac­tical implementation issues including scaling, multiple